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ABSTRACT

You will significantly enhance video encoder quality by incorporating external input/feedback from the
system. Additionally, the robustness of the video codec will also be vastly improved. The video codec can
utilize such information to react quickly and adapt to changing dynamics of the input video signal. This
greatly enhances the end-user experience as the video encoder can prioritize the more important spatial
and temporal parts of the video signal. This application report presents features that have been
incorporated in the TMS320DM365 H.264 codec, which makes use of external input/feedback from the
system to improve the overall end-user video quality. Specifically, face information is obtained from the
DM365 video processing front end (VPFE) and these regions are represented with higher fidelity. Scene
change information is detected using a low-resolution encoder, which is used by a high-resolution encoder
to encode the scene change frames as I-slices.
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1 Introduction

Excellent video quality is currently achievable on the DM365 device for a wide variety of resolutions. This
has been achieved by a very efficient codec implementation, that takes the device capabilities into
account. Within the device constraints, the video encoder efficiently implements the correct video codec
tools that provide maximal quality gains.

However, there are application scenarios that can be further exploited to significantly improve the overall
video quality while remaining within the device capabilities. One such scenario is video conferencing. It is
well known that, perceptually, the face regions are the most important when compared to background
regions. The face detection capability in the DM365 VPFE can be used to detect faces; the video encoder
can make use of this information to represent the face regions with higher fidelity (i.e., introduce less
distortion).

Scene changes introduce special challenges to the encoder. Without a priori knowledge about a scene
change, the encoder will encode the frame as a P-slice. Here, most of the macroblocks (MBs) are
encoded as intra MBs. However, in the DM365, the number of intra prediction estimation (IPE) modes
used during I-slice encoding is significantly more than that used during P-slice encoding. Therefore, a
priori knowledge of scene changes is beneficial, as then the scene change frame(s) can be encoded more
efficiently as an I-slice utilizing more IPE modes, greatly improving the perceptual quality of the video
frame.

All trademarks are the property of their respective owners.
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Smart Codec Features

This section describes the different smart codec features currently deployed in the DM365 H.264 video
encoder in detail.

Region of Interest (ROI) and Region of Non-Interest (RONI) Coding

There exist many applications where particular spatial and temporal regions of the video signal are of
more interest to you than other areas. Examples are:

* Invideo conferencing applications, the viewer pays more attention to the face regions when compared
to other regions

« In security applications, areas of potential activity (e.g., doors, windows) are more important

These important regions or the regions where the viewer pays more attention, are called regions of
interest (ROI). In such scenarios it is important that the ROI areas are reproduced as reliable as possible
since they contribute significantly towards the overall quality and perception of the video. When encoding
a video signal, the video encoder prioritizes the ROI areas and encodes them at higher fidelity when
compared to non-ROI areas. This is achieved by assigning higher number of bits to the ROI areas when
compared to non-ROI areas. Similarly, if regions of non-interest (RONI) are known, bits can be stolen from
the RONI areas to enable higher fidelity for other areas of the video.

Face Detection

In the DM365, face detection capability is available as part of the VPFE. It can detect up to 10 faces along
with a confidence level. The detected face regions are treated as regions of interest (ROI) and the video
encoder represents the face regions with higher fidelity.

User-Supplied Regions of Interest

You can specify certain regions of the video as more important, i.e., regions of interest. Similarly, you can
also specify certain regions of the video as non-interest. Then, the video encoder represents the regions
of interest with higher fidelity and steals bits from the regions of non-interest to improve the video quality in
other parts of the video.
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2.1.3 Codec Interface

The region of interest information is passed to the codec xDM interface [1]. The xXDM2 understands
rectangle coordinates. The following interface is implemented with extended xDM2.0.

#define MAX_RO 5 /* Max RO supported by codec */

/**
* @rief Enuneration for RO classification, this |ist can increase
*
/

typedef enum {

FACE_OBJECT = O,

BACKGROUND_OBJECT = 1,
FOREGROUND_OBJECT =
DEFAULT_OBJECT = 3,
PRI VACY_MASK = 4

} RO _type;

2,

/**
* @rief 2-di nensi onal point
*/
typedef struct XDM Point {
XDAS_I nt 32 x;
XDAS_Int32 vy;
} XDM Poi nt;

/**
* @rief Rect angl e
*/
typedef struct XDM Rect {
XDM Poi nt topLeft;
XDM _Poi nt bott onRi ght ;
} XDM Rect;

/*

* @rief Regi on of interest structure
*/

typedef struct RO _Interface

XDM Rect listRO [MAX RO]; /* list of RO passed to codec */
RO _type roi Type [ MAX_RO ]; /* Type classification of RO */
XDAS_| nt 32 numOf RO ; /* Number of Region of interest passed to codec */

XDAS I nt32 roiPriority [MAX_ ROT]; /* Priority of RO */
} RO _Interface;

2.1.3.1  Description
» XDM_Point: This structure is used to represent a point. It contains X and Y co-ordinate points.
» XDM_Rect: This structure is used to define a rectangle that is used for ROI. It contains top left and
bottom right co-ordinates of the rectangle.
e«  MAX_ROI: Maximum number of ROI supported by the codec.
* ROl _Interface: This is used to define the details of ROI. The structure consists of the following
elements:
— numOfROI: Number of ROI limited by MAX_ROI
— listROI: Listing the co-ordinates for the given ROI
— roiPriority: Priority of ROI. A higher positive value means that more importance is given to the ROI
compared to other regions. In other words, it determines the number of bits given to ROI; a lesser
value of priority means that the importance of the region is less and codec can give lesser bits to
that region. Recommended values are 1, 2 and 4.
— roiType: This field specifies the type of ROI. Codec may take some special action depending on
the type of ROI.

* ROl _Interface will be part of the extended inArgs of codec XDM interface/CE interface.
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2.1.4 Example Usage
To provide the end user with flexibility of enabling/disabling ROI coding, an extended dynamic parameter
enableROl is provided. enableROI can take only two values:
* 0 (disable ROI coding)
e 1 (enable ROI coding)
Two possibilities exist for ROI coding:
* The VPFE module can be used to detect faces. The detected faces can be treated as ROIs. In this
case, ROI type should be set as FACE_OBJECT.
* You can specify co-ordinates of ROI. Here ROI type should be set as FOREGROUND_OBJECT.
In both the cases, the application should populate the fields of ROI_Interface (extended inArgs)
accordingly and set enableROlI flag to realize ROI coding.
NOTE:
« If any value other than 0 and 1 is used for enableROI, then encoder returns error.
« If FixedQp is used for encoding, ROI gets automatically disabled.
« If the number of ROI being input is greater than MAX_ROI, encoder returns error.
¢ Currently there is no support for different quality factor for different ROIs. So quality
factor of the first ROl is used for all the specified ROIs.
¢ Quality factor is taken through roiPriority field. Recommended values are 1, 2 and 4.
ROI can be of any type as mentioned in ROI_type. If the ROl is detected as FACE_OBJECT, then a guard
band is added around it. For all other ROI types, no guard band is added.
Example Settings for User-Specified ROI:
dynami cpar ans. enabl eRO = 1; /'l set enabl eRO
inargs. roi Paraneters. nunORO = 1; /1 Nunber of RO's
/* Top left co-ordinates*/
inargs.roi Paranmeters.listRO[0].topLeft.x = 80;
inargs.roi Paranmeters.listRO[0O].topLeft.y = 128;
/* Bottom Ri ght co-ordinates*/
inargs.roi Paranmeters.listRO[O0].bottonRi ght.x = 96;
inargs.roi Paraneters.listRO[0].bottonRi ght.y = 160;
inargs.roi Paranmeters.roi Priority[0] = 4; /1l RO priority
i nargs. roi Paraneters. roi Type[ 0] = FOREGROUND_OBJECT; /1 RO type
2.2 Pseudo-Multi-Pass Encoding
It is well known that utilizing multi-pass encoding significantly improves video quality. However, real-time
encoding precludes the use of true multi-pass encoding. Instead, pseudo-multi-pass encoding can be
used to achieve most of the benefits of multi-pass encoding. In pseudo-multi-pass encoding, initially, a low
resolution of the video frame is encoded and statistics from this low-resolution encoding are used when
encoding the higher resolution of the video frame. Specifically, in surveillance use cases, low-resolution
encoding for monitoring of the same source is followed by higher resolution encoding for storage
purposes. In this scenario, pseudo-multi-pass encoding comes at no extra cost. In other scenarios, the
size of the low resolution can be kept small to ensure that the processing overhead is minimized; for these
cases CIF resolution low-resolution encoding is recommended. Note that in order to meet the real-time
constraints, both the low- and high-resolution encoders must complete within the capture time between
successive video frames.
The low-resolution encoding can generate the following statistics that can be passed to high-resolution
encoding:
* Number of intra MBs in the frame
* Number of inter MBs in the frame
* Number of bits consumed by the frame
* Number of bits consumed by each MB
4 Smart Codec Features in TMS320DM365 SPRAB83-December 2009
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» Average QP value used for the frame
» Motion vectors for each MB
» Macroblock coding mode for each MB

Scene Change Detection

Upon completion of encoding, it is relatively straight-forward to determine scene changes. When scene
changes occur, motion estimation obviously will not work and most of the MBs of the video frame will be
encoded as intra MBs. This information can be used by the low-resolution encoder to trigger a scene
change in the high-resolution encoder. When a scene change is triggered, the video frame is encoded as
an I-slice.

Pseudo-Multi-Pass Encoding Setup

A pseudo-multi-pass encoding setup is shown in Figure 1. The input sequence is resized and encoded by
the low-resolution encoder. The high-resolution encoder encodes the high-resolution input sequence. The
two encoders are run sequentially for every frame captured: first the low-resolution encoder and then the
high-resolution encoder. This operation is shown in Figure 2. After capture of frame N, it is resized and fed
as input for encoding to the low-resolution encoder. The low-resolution encoder generates metaData as
specified in Section 2.2.4 for every frame. This generated metaData is stored in DDR memory. The details
of the information stored are indicated in Section 2.2.4. After completion of the low-resolution encoding,
the high-resolution encoder is fed the high resolution frame as input. The metaData generated by the
low-resolution encoder is consumed by the high-resolution encoder while encoding the high resolution
frame. Note that for real-time operation, both low-resolution and high-resolution encoding have to
complete within the capture time between successive frame captures, i.e., low- and high-resolution
encoding for frame N have to complete before frame N+1 is available for encoding.

High-Resolution
High-Resolution Encoder >

Encoded Stream for
Storage

Input
Sequence

Resizer &

Low-Resolution |Low-Resolution

Encoder Encoded Stream for
Display

Figure 1. Pseudo-Multi-Pass Encoding
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Figure 2. Sequential Operation of the Low- and High-Resolution Encoders

2.2.3 Example Use Cases

2.2.3.1 Dual stream IPNC

In IP Network Camera (IPNC) applications, multiple streams can be encoded. A low-resolution stream is
encoded for display purposes, while a high-resolution stream is encoded for storage/archiving purpose. In
this scenario, metaData from the low-resolution stream can be used when encoding the high-resolution
stream. Here pseudo-multi-pass encoding is achievable at negligible overheads because the application
itself necessitates encoding of the input stream at two different resolutions. This is shown in Figure 1.

2.2.3.2 Storage Applications

A high-quality stream is encoded and stored for archival purposes. This is typical in security and
surveillance applications. This application necessitates that the stored video be of excellent quality as it
could potentially be used for legal purposes. Scene change information derived from a low-resolution
stream (e.g., CIF) is of great benefit in this scenario. The same setup as in Figure 1 is used. Here the
encoded low-resolution stream is discarded.
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224 Codec interface

/ *
* H264VENC_Dynami cPar ans

* This structure defines the run tine paraneters for all H264VENC obj ects

*
/
typedef struct | H264VENC Dynani cPar ans
{
/*

* Definition of all the

* exi sting paraneters.

*

/

XDAS_| nt 32 net aDat aCGener at eConsune;

} | H264VENC_Dynami cPar ans;

/**
* @ri ef
* @ emar k
Vectors
*/
typedef struct MVSAD |Interface
{

XDAS_Ul nt 32 sad;

XDAS U nt16 nmvX;

XDAS_U nt16 mvY;
} MVSAD_ Interface ;

/**
* @ri ef MBRow i nf o
* @ emar k
*/
typedef struct MBRowi nfo
XDAS_Ul nt 32 gnvVert;
} MBRowi nf o;
/**
* @rief MB info
* @enark
*/
typedef struct MBinfo
XDAS U nt16 nunBitsMB;
XDAS_Ul nt 8 nbCodi nghbde;
XDAS U nt8 nbQP;
} MBI nfo;
/**
* @rief Frame info
* @enark
*/
typedef struct Franelnfo_lnterface
{
XDAS_Ul nt16 w dth;
XDAS_Ul nt 16 hei ght;
XDAS_Ul nt 32 sceneChangeFl ag;
XDAS_Ul nt 32 bi t sPer Frane;
XDAS_UI nt32 franeRate;
XDAS U nt32 bitRate;
XDAS_| nt 32 *mvSADpoi nt er;
XDAS_| nt 32 *mbConpl exi ty;
XDAS_| nt 32 *gnmvPoi nt er Vert;

} Franelnfo_lnterface;

/1

/1
/1
/1

/1 Flag to enabl e/ di sabl e netabData Consune
/1 and netaData generation

MSAD structure
Structure contai ning buffer description of SAD val ue and Mdtion

Structure containing buffer description of MB row rel ated Paraneters.

GW information per RON

Structure containing buffer description of MB rel ated Paraneters.

Nunmber of bits to encode MB
MB coding node Inter or Intra
QP of MB

Structure containing buffer description of frame related Paraneters.

Wdth of the Frane in pixels.

/'l Height of the Franme in pixels.
Flag to indicate scene change.

Number of Bits used to encode frane.
Frane rate per second.

Target Bit rate in bps.

Poi nt er containi ng address of MSAD of
all the MBs in a franme.

Poi nt er containi ng address of M
information of all the MBs in a frane.
Poi nter containing vertical GW val ues
per row
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2.2.4.1  Description

2.2.5

* metaDataGenerateConsume: Flag to enable/disable metaData consume and generation. It can take
the following values as per different use cases.
— 0: metaData is not used

— 1: Generate metaData in current instance. In this case, the encoder generates the metaData and
stores the frame related information in the framelnfo_Interface structure.

— 2: Consume metaData in current instance. If the flag value is 2, then the current encoder instance
uses the metaData generated by the other encoder to improve/customize the encoding operation.

» MVSAD_Interface: The SAD value and motion vectors (X and Y direction) for each macroblock are
stored in this structure format when mvSADoutFlag is enabled.

e MBinfo: This structure is used to store MB information. It contains the following elements.
— numBitsMB: Number of bits to encode MB
— mbCodingMode: MB coding mode Inter or Intra
— mbQP: QP of MB
* Framelnfo_lInterface: This structure is used to store frame information. It contains the following
elements.
— width: Width of the frame in pixels
— height: Height of the frame in pixels
— sceneChangeFlag: Flag to indicate scene change
— bitsPerFrame: Number of bits used to encode frame
— frameRate: Frame rate per second
— bitRate: Target bit rate in bps
— mvSADpointer: Pointer containing address of MVSAD
— mbComplexity: Pointer containing address of MB information of all the MBs in a frame
— gmvPointer: Pointer containing GMV info per row

Example Usage
To provide you with the flexibility to generate/consume metaData information, an extended dynamic
parameter metaDataGenerateConsume is provided. It can take only three values:
* 0 (no metaData generated or consumed)
* 1 (Generate metaData)
* 2 (Consume metaData)
In case of the low-resolution encoder:
metaDataGenerateConsume is set to 1.
In case of the high-resolution encoder:
metaDataGenerateConsume is set to 2.

When the mvSADflag is enabled, the MV and SAD values of the stream are given out to the application [1]
. When metaDataGenerateConsume is set to 1 and mvSADflag is also enabled, one extra buffer is
required to store MV and SAD values. The address of this buffer is stored in the mvSADpointer, which is
the part of the structure Framelnfo_Interface mentioned in the Section 2.2.4. If mvSADflag is disabled, the
mvSADpointer pointer points to NULL.
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Example Settings for Low-Resolution Encoder

In this case, the application requests for buffers that are used to pass frame-level information from the
low-resolution encoder to the high-resolution encoder.

dynami cpar ans. net aDat aGener at eConsune = 1 /] generate netabData
| f (net aDat aGener at eConsune = 1) /* Low resol ution encoder */

{

/1 Buffer request for Maxi mum nunber of MBs in a frane

sSt at us- >vi dencSt at us. buf I nf o. mi nQut Buf Si ze[ 2] = (ui Size >> 4) * 4;

/1 Buffer request for storing GW infornmation per row.

sSt at us- >vi dencSt at us. buf | nf o. m nCut Buf Si ze[ 3] = ui Ext Hei ght * 4;

/1 Buffer request to store frame level information.

sSt at us- >vi dencSt at us. buf | nf o. m nCut Buf Si ze[ 4] =si zeof (Franmel nfo_I nterface) ;
}

Where uiSize is the maximum number of pixels in a frame and uiExtHeight is the height of the frame in
pixels.

Addresses of these buffers are passed to the encoding function where variables of the structure
mentioned in the Section 2.2.4 are updated if metaDataGenerateConsume is enabled.

Example Settings for High-Resolution Encoder

In this case, the application passes the address of the structure of frame level information updated by
low-resolution encoder. The high-resolution encoder makes use of frame level information as and when it
is required.

dynami cpar ans. net aDat aGener at eConsune = 2 /1 consune metaDat a

| f (et aDat aGener at eConsune = 2) /* WII| be used in High resolution encoder */

{
/*
* Use pointer given by |ow resolution encoder to
* fetch frame level information from DDR nenory
* and take appropriate decisions.
*/

}

NOTE:

¢ When setting dynamicparams.metaDataGenerateConsume = 2 for the high-resolution
encoder, the low-resolution encoder must be run with
dynamicparams.metaDataGenerateConsume = 1 or else severe quality degradation
occurs.

e The usage of the generated metaData is internal to the codec by the high-resolution
encoder; no further input is required from you.

3 References
1. H.264 High Profile Decoder on DM365 User's Guide (SPRUEV0)
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