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ABSTRACT

Control systems for factories, buildings, grid infrastructure and transportation currently use industrial Ethernet 
protocols such as PROFINET®, CC-Link®, EtherCAT®, and many others to manage and control production lines, 
robots, and automation. The short cycle time of real-time Ethernet makes it possible to run control algorithms 
with a central control unit. IEEE Ethernet standardization has introduced several standard features under the 
umbrella of Time Sensitive Networking (TSN) to enable achieving the real-time required by these applications.

In practice, the existing versions of industrial Ethernet protocols are sufficient and still used. Industrial Ethernet 
protocols such as EtherCAT often utilize standard IEEE 802.1Q Ethernet at the controller and modified solutions 
at the devices. To improve the preciseness of timing of placement of a frame on the wire, some non-IEEE 
standard solutions like time triggered send (TTS) are being used at the devices.

This application note features the use of the standard TSN feature of Enhancements to Scheduled Traffic (EST) 
at the controller in comparison to standard Ethernet protocols. EST, also known as time-aware-shaper or Qbv, 
is one of the fundamental TSN features available in modern embedded processors. A comparison of achievable 
timing accuracy between a standard TSN based solution and a vendor specific TTS are presented in this 
application note.
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1 Introduction
Industrial control requires real-time communication with deterministic latency. The technologies used have 
evolved from serial field buses to industrial Ethernet protocols defined in IEC standards such as EtherCAT, 
EtherNet/IP™ and PROFINET. These standards use parts of IEEE Ethernet to leverage some of the economies 
of scale that Ethernet offers, but they add small changes like cut-through switching that go beyond and partially 
restrict the use of typical IEEE bridges and endpoints. Contrary to typical consumer or enterprise systems, where 
average responsiveness or throughput are key performance indicators, the performance of industrial control 
applications are bounded by the worst-case latency of interacting with inputs and outputs across the network.

IEEE 802.1Q-2018 introduced many of the Time Sensitive Networking (TSN) features to standard IEEE Ethernet 
that used to require an industrial Ethernet network. With technologies like OPC UA FX [1] and the TSN profile 
IEC/IEEE 60802 [2], it is envisioned that a local area network engineered with TSN features would enable 
the use of standard IEEE Ethernet hardware to implement the industrial control network. Although introduced 
several years ago [4], this technology is still a work in progress. It looks like in earlier versions of this technology, 
the target is controller to controller communication, and thus co-existing with existing technologies. It is also 
worth noting that the existing industrial Ethernet technologies are still growing and are the backbone of modern 
factory automation.

Regardless of the transition, the typical industrial topology remains the same as shown in Figure 1-1. Generally, 
Ethernet, including TSN, specifies layers 1 and 2 of the local area network (LAN). This allows for stateless and 
unreliable transmission of variable-sized frames from one endpoint to another endpoint and the switching in 
between. This domain is shown shaded in light gray in Figure 1-1. The protocol on top, such as EtherCAT, 
is highly asymmetric; there is one controller managing a few or even hundreds of devices. Each of the 
protocols uses slightly different terminology for this asymmetric relationship, and there are varying levels of 
this asymmetry. Similar to other engineering specifications, the terminology is in transition as some have found it 
offensive [3]. The term “controller” for the managing entity and “device” for what is generally being controlled is 
used in this document. Specifically with EtherCAT, the terms “main” and “subordinate” will be used.

This application note features a comparison of standard TSN feature of EST and established industrial Ethernet 
technologies to show the optimization of the controller's performance.

Figure 1-1. A Typical Industrial Ethernet Network
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2 Industrial Ethernet Protocol Software Stack
2.1 Overview
An application level protocol like PROFINET or OPC UA is used above TSN capable Ethernet with or without 
transport and session level protocols like IP and UDP. Figure 2-1 shows an example of OPC UA and the 
networking layers. EtherCAT is always directly over Ethernet, shown as the blue arrow line for OPC UA Pub-Sub 
in Figure 2-1, with only the controller (Main) initiating the sending of a frame. The local area network (LAN) only 
has frames of the EtherType reserved for EtherCAT, sent by the Main or the last Subordinate in the line topology.

Figure 2-1. OPC UA Over TSN With Blue Line Indicating OPC UA Pub-Sub

Networking software stacks have successfully leveraged the layered model shown in Figure 2-2 for decades. 
While great for adding features and scalability, the drawback for real-time control is worst-case latency. This is 
where industrial protocols prioritize timeliness or managed latency over everything else, in practice bypassing 
the networking stack and sometimes even the Ethernet driver.

Application

Networking Stack (TCP/IP)

Ethernet Driver

Networking Interface Hardware and Memory

Media Access Control (MAC)

Media Independent Interface (xMII)

Figure 2-2. Networking Software Stack
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Distributed real-time control applications typically use the concept of a cycle. The control application reads 
inputs, does computation on what the next desired state is, and then sends those outputs out. With industrial 
Ethernet the inputs and outputs are distributed over the network. This can be visualized in a timing diagram as 
shown in Figure 2-3. The gray part, labeled “App. Task”, is the time consumed by the application in each cycle. 
Since input and output communication are processes that consume application task processing time in the cycle 
period, the overhead of input and output communication needs to be budgeted. This budget is based on the 
worst-case for both compute and communication jitter.

Figure 2-3. Time View of Cyclic Control [5]

In addition to the communication of inputs and outputs, an industrial communication protocol provides the 
distributed devices with synchronization, or a common view of time. The accuracy of synchronization is often 
directly relevant to the application, regardless of cycle time or compute needs. For instance, synchronization 
jitter at the microsecond level or even down to the sub-100 nanosecond level across a distributed system is 
often critical for a cyber-physical system. However, in the communication of inputs and outputs, the system 
can tolerate microsecond or even tens-of-microseconds level jitter. The cost of this jitter is reduced application 
computation time in each cycle.

2.2 EtherCAT
EtherCAT is an IEEE 802.3 Ethernet-based fieldbus system standardized in International Electrotechnical 
Commission (IEC 61158). The technology is supported by the EtherCAT Technology Group, an international 
community of users and vendors. The protocol is particularly popular in motion and motor control. The primary 
advantage of EtherCAT is that it supports automation applications that require short data-update times with 
low communication jitter. In the EtherCAT protocol, the EtherCAT Main (formerly called Master) sends a frame 
that passes through each Subordinate node (formerly called Slave). Each EtherCAT Subordinate device reads 
the data that is addressed to it as soon as the data is detected. Then, the subordinate device inserts the 
data into the frame, while the frame is on-the-fly bridged. The last Subordinate node in a segment (or branch) 
detects an open port and sends the message back to the main. The EtherCAT Main is the only node within a 
segment that actively sends a new EtherCAT frame. This capability permits the network to achieve over 90% of 
the available network bandwidth while preventing unpredictable delays, and thus guarantees real-time system 
response. EtherCAT is transported with EtherType identifier (0x88A4).

The only frames sent on the LAN are from the EtherCAT Main and the last Subordinate. The typical optimization 
at the Main is to have the stack directly access the Ethernet MAC controller, bypassing not only the networking 
stack, as with OPC UA Pub-Sub over raw Ethernet, but also bypassing the Ethernet driver to directly or natively 
own the entire Ethernet peripheral. Acontis [6] and IBV [7] are stack providers offering this optimization. An 
example of this is show in Figure 2-4.

Industrial Ethernet Protocol Software Stack www.ti.com
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Figure 2-4. EtherCAT Main Software Architecture [6]

EtherCAT is a broadly deployed protocol and detailed benchmarks are available on many platforms [8] [9] [10]. 
As a reference point of what can be achieved, the clock synchronization reached is usually claimed to be below 
100 ns and in practice, ±20ns. Clock synchronization is usually measured by using an oscilloscope to view the 
required SYNC output on each Subordinate node and comparing the offset and jitter among each measurement. 
The SYNC output is logically similar to generating a 1 pulse per second (pps) type pin toggle from TSN time 
synchronization (IEEE 802.1AS). Figure 2-5 is an example of this measurement.

Figure 2-5. EtherCAT Time Synchronization Measurement Example [10]

For the second key timing metric, the ability to place an Ethernet frame precisely on the wire, some Ethernet 
MACs in embedded processors, like Texas Instruments Sitara™, and network interface cards (NICs) like Intel 
i210, added a non-IEEE feature called time triggered send (TTS). This feature allows placing an Ethernet frame 
precisely on the wire at a point of time, commonly applied to be exactly at the beginning of a communication 
cycle. With 100 Mbit/s (typical EtherCAT deployed today), this reaches +-40ns accuracy [5].

3 Evaluation Platform and Methods
3.1 Hardware
Two classes of embedded Arm® processors from the Texas Instruments Sitara™ family are used for this 
demonstration. AM6412 and AM625 processors with up to 1.4GHz Arm Cortex®-A53 and 800 MHz Cortex-R5 
cores and an integrated embedded TSN switch are used as a lower end controller with the below 2W of power 
consumption. For the higher end controller, an AM682 processor with dual core 2GHz Arm Cortex-A72 was 
used.
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3.2 Software Platform
The Cortex A53 and A72 cores were running Linux 5.10 with PREEMPT_RT patches, often called RT Linux. 
Configuration of TSN was done with the iproute2 software package, which includes standard interfaces for 
configuring networking including TSN features. The software package includes the tc command, which stands 
for "traffic classes queuing discipline" (tc qdisc). As the features used are based on standard software interfaces, 
the tests should be straightforward to replicate on any target with TSN Enhancements to Scheduled Traffic (EST) 
support using iproute2 package commands.

Optimized EtherCAT Main software stacks are available from IBV [7] and Acontis [6] for these targets.

3.3 Test Application
Linux has an extensive suite of networking test applications such as netperf and iperf3. In addition, plget [11] is a 
tool that utilizes the precision time protocol (PTP) standardized in IEEE 1588, a hardware capability found in all 
TSN-capable hardware, to capture timestamps of Ethernet frame arrival and transmit times at the MII interface.

3.4 Test Topology
In a test measuring time synchronization accuracy, an AM6442 starter kit was connected to a Keysight 
NovusONE as the grand leader.

For the test setup measuring baseline transmit timing, a small network of three Sitara AM2431 MCU devices as 
EtherCAT subordinates and a Sitara MPU device running CODESYS®, an EtherCAT Main software stack, as the 
controller. There were two Sitara MPU devices tested, the AM6412 as the lower end controller, and the AM682 
as the higher end controller.

For the comparison with a non-EtherCAT setup with the TSN feature of EST applied, an EtherCAT network with 
a Main sending to a Subordinate was simulated by an AM625 starter kit in place of the Main and an AM6412 in 
place of the Subordinate without actually setting up a true EtherCAT network.

4 Results
The results are grouped into two categories: time synchronization accuracy and transmit timing.

4.1 Time Synchronization
As a baseline, the SYNC signal of an AM6442 starter kit connected to Keysight NovusONE as the grand leader 
with distributed clock was measured to match the reference shown in Figure 2-5.

With TSN, time synchronization is achieved using IEEE 802.1AS, often referred to as generalized precision time 
protocol (gPTP). Figure 4-1 shows the synchronization accuracy of the AM6442 starter kit. A jitter of -9 to +12 
nanoseconds measured at 1 Gbit/s is better than what is measured on a network running at 100 Mbit/s.

Figure 4-1. IEEE 802.1AS Accuracy AM6442 Starter Kit Measured on Keysight NovusONE as the Grand 
Leader Using 1 Gbit/s Ethernet
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4.2 Transmit Timing
The timing of a Sitara AM6412 running on RT Linux with Codesys EtherCAT Main without any tuning or 
optimization is shown in Figure 4-2. The measurement is based on the TX_EN RGMII signal, which will be high 
from the beginning to the end of the frame. The signal stays high for the duration of transmitting the frame. For 
example, the duration of TX_EN RGMII signal at high level for a 200 byte frame at 100 Mbit/s EtherCAT is 16 μs. 
Jitter measurements needs to be accounted in the TX_EN measurement. The cycle time used is 1.5 ms, and the 
jitter of the start of the frames being placed on the wire is about ±120 μs. On the AM682 with 2 GHz Cortex A72 
the same test in Figure 4-3 shows about half of that jitter.

Figure 4-2. Baseline CODESYS on Sitara AM6412 TX_EN Timing of EtherCAT Frames - 1.5 ms Cycle 
Time, Oscilloscope in Persistence Mode

Figure 4-3. Baseline Codesys on Sitara AM682 TX_EN Timing of EtherCAT Frames - 1.5 ms Cycle Time, 
Oscilloscope in Persistence Mode
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Figure 4-4 shows a wireshark capture of the traffic on the Ethernet wire for the same use case on the AM6412.

Figure 4-4. Baseline Codesys on Sitara AM6412 Wireshark Capture of EtherCAT Frames - 1 ms Cycle 
Time

These jitter results are consistent with a typical RT Linux system interrupt latency [12]. Steps as shown in [13] 
[14] can be used to get this down to the low tens of microseconds. This is still at least two or even three orders of 
magnitude higher than what is achievable with TTS approaches. Instead of using TTS with EtherCAT, a schedule 
was created using the TSN feature of EST, where all the transmit gates are closed, but at every 100 μs, the gate 
is open to send one frame out as shown in the command line snippet in Figure 4-5.

Figure 4-5. Command for EST Schedule to Achieve Time Triggered Send

The command in Figure 4-5 can initially look complex; however, details are explained in [15]. The two lines with 
"sched-entry" are important for achieving TTS. These lines specify that for 2848 nanoseconds, all 8 queues (ff, 
bitmap of 8 queues) are open, while for 97152 nanoseconds, all gates are closed (00). This schedule enables 
sending one frame at a time, assuming the application has completed its processing and has the frame ready to 
be sent. To simulate an EtherCAT Main sending to a Subordinate, an AM625 starter kit was used as an endpoint 
(in place of the Main) and a Sitara AM6412 configured as a bridge (in place of the Subordinate). Plget packet 
generator was used to generate traffic that represents the EtherCAT Main. Plget hardware timestamping of the 
receive Ethernet port was used by the Subordinate. The inter packet gap of a run of 10k packets with the EST 
schedule from Figure 4-5 was within -2 ns to +10 ns, as shown in Figure 4-6.
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Figure 4-6. Inter Packet Gap in Microseconds of 10k Frames at 1 Gbit/s with a 100 µs EST Shaper

Figure 4-7 shows a TX_EN RGMII measurement of the Codesys EtherCAT Main setup with the EST schedule. 
This figure is comparable to the baseline TX_EN RGMII measurement in Figure 4-2 without the EST schedule. 
The time duration due to the length on the wire of sending one frame at 100Mbits/s is ~110 μs.

Figure 4-7. TX_EN Timing of EST Shaped Codesys EtherCAT Main - 1.5 ms Cycle Time, Oscilloscope in 
Persistence Mode
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In terms of jitter, the start of frame jitter at 10 ns is not visible at this resolution in the TX_EN signal. Figure 4-8 
and Figure 4-9 shows a magnified view into the beginning and ending of sending the frame. This confirms jitter 
below 10 ns.

Figure 4-8. Magnified View of Beginning of TX_EN Signal for EST Shaped Codesys EtherCAT Main - 1.5 
ms Cycle Time, Oscilloscope in Persistence Mode

Figure 4-9. Magnified View of Ending of TX_EN Signal for EST Shaped Codesys EtherCAT Main - 1.5 ms 
Cycle Time, Oscilloscope in Persistence Mode

5 Summary
When properly engineered, Gigabit Ethernet local area networks with IEEE 802.1Q-2018 TSN features can 
achieve time synchronization comparable to EtherCAT. In both systems, the greatest sources of error will be the 
hardware design of the clocking and physical level transceivers. By utilizing the standard TSN feature of EST, it 
is possible to precisely place frames on the wire without relying on vendor proprietary implementations of TTS. 
These findings are significant for industries that require precise and reliable communication, such as motion 
and motor control. In addition, the ability to precisely place frames on the wire demonstrate that TSN capable 
hardware can be used to improve current EtherCAT Main implementations as well as paving the way for TSN 
solutions to be a viable alternative to EtherCAT in certain use cases.
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